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IMPLEMENTING A SWITCH FABRIC
RESPONSIVE TO AN UNAVAILABLE PATH

CROSS-REFERENCE TO RELATED
APPLICATION

This application is a U.S. National Stage Application of
and claims priority to International Patent Application No.
PCT/US2011/053705, filed on Sep. 28, 2011, and entitled
“IMPLEMENTING A SWITCH FABRIC RESPONSIVE
TO AN UNAVAILABLE PATH”.

BACKGROUND

Computer performance has increased and continues to
increase at a very fast rate. Along with the increased
computer performance, the bandwidth capabilities of the
networks that connect the computers together has and con-
tinues to also increase significantly. Ethernet-based technol-
ogy is an example of a type of network that has been
modified and improved to provide sufficient bandwidth to
the networked computers. Ethernet-based technologies typi-
cally employ network switches, which are hardware-based
devices that control the flow of data packets based upon
destination address information contained in the data pack-
ets. In a switched fabric, network switches connect with
each other through a fabric, which allows for the building of
network switches with scalable port densities. The fabric
typically receives data from the network switches and for-
wards the data to other connected network switches.

BRIEF DESCRIPTION OF THE DRAWINGS

Features of the present disclosure are illustrated by way of
example and not limited in the following figure(s), in which
like numerals indicate like elements, in which:

FIG. 1 illustrates a simplified schematic diagram of a
network apparatus, according to an example of the present
disclosure;

FIG. 2 shows a simplified block diagram of the fabric chip
depicted in FIG. 1, according to an example of the present
disclosure;

FIGS. 3, 4A, and 4B, respectively, show simplified block
diagrams of switch fabrics, according to examples of the
present disclosure; and

FIGS. 5 and 6, respectively, show flow diagrams of
methods for implementing a switch fabric comprising a
fabric chip of FIGS. 1-4B, according to an example of the
present disclosure.

DETAILED DESCRIPTION

For simplicity and illustrative purposes, the present dis-
closure is described by referring mainly to an example
thereof. In the following description, numerous specific
details are set forth in order to provide a thorough under-
standing of the present disclosure. It will be readily apparent
however, that the present disclosure may be practiced with-
out limitation to these specific details. In other instances,
some methods and structures have not been described in
detail so as not to unnecessarily obscure the present disclo-
sure.

Throughout the present disclosure, the term “n” following
a reference numeral is intended to denote an integer value
that is greater than 1. In addition, ellipses (“ . .. ”) in the
figures are intended to denote that additional elements may
be included between the elements surrounding the ellipses.
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Moreover, the terms “a” and “an” are intended to denote at
least one of a particular element. As used herein, the term
“includes” means includes but not limited to, the term
“including” means including but not limited to. The term
“based on” means based at least in part on.

Disclosed herein are a fabric chip, a switch fabric com-
prising the fabric chip, and a method for implementing the
switch fabric. The fabric chip disclosed herein is to avoid
communicating a packet received from a source fabric chip
back to the source fabric chip unless there are no other
available paths in the switch fabric for the packet to traverse
to reach a destination node chip. In other words, the fabric
chip, switch fabric, and method for implementing the switch
fabric disclosed herein substantially avoid bad “U-Turns” in
the switch fabric. The source fabric chip may be defined
herein as a fabric chip that is directly connected to and thus
adjacent to another fabric chip. In this regard, the source
fabric chip may be defined herein as the fabric chip through
which a packet entered the switch fabric. In addition or
alternatively, the source fabric chip may be defined as the
previous fabric chip that a packet traversed prior to entering
another fabric chip.

A “U-Turn” may be defined as a packet that is being sent
back to the source fabric chip from which the packet was
received by another fabric chip. The packet may be sent back
through the same fabric port through which the packet
arrived or through a different fabric port that is part of the
same trunk as the fabric port through which the packet
arrived. In any event, through implementation of the fabric
chip, switch fabric, and method disclosed herein, the packet
will only make a U-Turn as a last resort. That is, the packet
will only be returned to the source fabric chip if there are no
other paths or up-links that do not end up at the source fabric
chip.

In addition, once the packet is communicated back to the
source fabric chip, the source fabric chip selects a different
fabric chip to which the packet is communicated to thereby
continue propagation of the packet toward the destination
node chip along a backward path. In this regard, the source
fabric chip may treat trunked links with the fabric chip as a
single link and may therefore prevent the packet from being
communicated back to the fabric chip over a different
trunked link. As such, wherein the highest priority fail-over
option may be within the same trunk, that priority may be
demoted to the lowest priority so that forward progress may
continue to be made in the reverse direction in the switch
fabric, once it has been decided that the packet is to be
transmitted in the reverse direction. The reverse direction
may be defined herein as a direction defined by starting at
the fabric port that the packet is to use to egress from a fabric
chip and directed to the fabric port that the packed was
forced through. In other words, the reverse direction may
comprise a direction that is not a preferred path for the
packet.

Through implementation of the fabric chip, switch fabric,
and method disclosed herein, a packet may continue to make
progress through a switch fabric when the preferred path is
unavailable or otherwise inactive. In addition, processes
involving trunked links are incorporated into the implemen-
tation of the switch fabric to therefore avoid situations in
which a packet is bounced back and forth between a source
fabric chip and another fabric chip over a single link or over
multiple trunked links.

As recited herein, trunked links between network
switches or fabric chips in a switch fabric may be defined as
two or more fabric links that join the same pair of network
switches or fabric chips in the switch fabric. In other words,
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trunked links comprise parallel links. In addition, a trunk
may be defined as the collection of trunked links between the
same pair of network switches or fabric chips. Thus, for
instance, a first trunk of trunked links may be provided
between a first network switch and a second network switch,
and a second trunk of trunked links may be provided
between the first network switch and a third network switch.
Packets may be communicated between the network
switches over any of the trunked links joining the network
switches.

As used herein, packets may comprise data packets and/or
control packets. According to an example, packets comprise
data and control mini-packets (MPackets), in which control
mpackets are Requests or Replies and data mpackets are
Unicast and/or Multicast.

With reference first to FIG. 1, there is shown a simplified
diagram of a network apparatus 100, according to an
example. It should be readily apparent that the diagram
depicted in FIG. 1 represents a generalized illustration and
that other components may be added or existing components
may be removed, modified or rearranged without departing
from a scope of the network apparatus 100.

The network apparatus 100 generally comprises an appa-
ratus for performing networking functions, such as, a net-
work switch, or equivalent apparatus. In this regard, the
network apparatus 100 may comprise a housing or enclosure
102 and may be used as a networking component. In other
words, for instance, the housing 102 may be for placement
in an electronics rack or other networking environment, such
as in a stacked configuration with other network appara-
tuses. In other examples, the network apparatus 100 may be
inside of a larger ASIC or group of ASICs within a housing.
In addition, or alternatively, the network apparatus 100 may
provide a part of a fabric network inside of a single housing.

The network apparatus 100 is depicted as including a
fabric chip 110 and a plurality of node chips 130a-130x
having ports labeled “0” and “1”. The fabric chip 110 is also
depicted as including a plurality of port interfaces 112a-
1127, which are communicatively coupled to respective
ones of the ports “0” and “1” of the node chips 130a-130z.
The port interfaces 112¢-1127 are also communicatively
connected to a crossbar array 120, which is depicted as
including a control crossbar 122, a unicast data crossbar 124,
and a multicast data crossbar 126. The port interface 112# is
also depicted as being connected to another network appa-
ratus 150, which may include the same or similar configu-
ration as the network apparatus 100. Thus, for instance, the
another network apparatus 150 may include a plurality of
node chips 130a-1307 communicatively coupled to a fabric
chip 110. As shown, the port interface 112# is connected to
the another network apparatus 150 through an up-link 152.
Alternatively, however, and as discussed in greater detail
herein below, the network apparatus 100 and the another
network apparatus 150 may communicate to each other
through trunked links of a common trunk.

According to an example, the node chips 130a-130n
comprise application specific integrated circuits (ASICs)
that enable user-ports and the fabric chip 110 to interface
each other. Although not shown, each of the node chips
130a-1307 may also include a user-port through which data,
such as, packets, may be inputted to and/or outputted from
the node chips 130a-130%. In addition, each of the port
interfaces 112¢-112r may include a port through which a
connection between a port in the node chip 130a and the port
interface 1124 may be established. The connections between
the ports of the node chip 130a and the ports of the port
interfaces 112a-1127 may comprise any suitable connection
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to enable relatively high speed communication of data, such
as, optical fibers or equivalents thereof.

According to an example, the fabric chip 110 comprises
an ASIC that communicatively connects the node chips
130a-1307 to each other. The fabric chip 110 may also
comprise an ASIC that communicatively connects the fabric
chip 110 to the fabric chip 110 of another network apparatus
150, in which, such connected fabric chips 110 may be
construed as back-plane stackable fabric chips. The ports of
the port interfaces 112a-112z that are communicatively
coupled to the ports of the node chips 1304-130n are
described herein as “down-link ports”. In addition, the ports
of the port interfaces 112a-112# that are communicatively
coupled to the port interfaces 112a-112x of the fabric chip
110 in another network apparatus 150 are described herein
as “up-link ports”.

According to an example, packets enter the fabric chip
110 through a down-link port of a source node chip, which
may comprise the same node chip as the destination node
chip. The destination node chip may be any fabric chip port
in the switch fabric, including the one to which the source
node chip is attached. In addition, the packets include an
identification of which node chip(s), such as a data-list, a
destination node mask, etc., to which the packets are to be
delivered by the fabric chip 110. In addition, each of the port
interfaces 112a-112» may be assigned a bit and each of the
port interfaces 112a-112z may perform a port resolution
operation to determine which of the port interfaces 112a-
1127 is to receive the packets. More particularly, for
instance, the port interfaces 112a through which the packet
was received may apply a bit-mask to the identification of
node chip(s) contained in the packet to determine the bit(s)
identified in the data and to determine which of the port
interface(s) 1126-112z correspond to the determined bit(s).
In instances where the packet comprises a uni-cast packet,
the port interface 112¢ may transfer the data over the
appropriate crossbar 122-126 to the determined port inter-
face(s) 1126-112n. However, when the packet comprises a
multi-cast packet, the port interface 112a may perform
additional operations during the port resolution operation to
determine which of the port interfaces 1125-112# is/are to
receive the multi-cast packet as discussed in greater detail
herein below.

With particular reference now to FIG. 2, there is shown a
simplified block diagram of the fabric chip 110 depicted in
FIG. 1, according to an example. It should be apparent that
the fabric chip 110 depicted in FIG. 2 represents a general-
ized illustration and that other components may be added or
existing components may be removed, modified or rear-
ranged without departing from a scope of the fabric chip
110.

The fabric chip 110 is depicted as including the plurality
of port interfaces 112a-112x and the crossbar array 120. The
components of a particular port interface 112a are depicted
in detail herein, but it should be understood that the remain-
ing port interfaces 1126-112z may include similar compo-
nents and configurations.

As shown in FIG. 2, the fabric chip 110 includes a
network chip interface (NCI) block 202, a high-speed link
(HSL) (interface) block 210, and a set of serializers/deseri-
alizers (serdes) 222. By way of particular example, the set of
serdes 222 includes a set of serdes modules. In addition, the
serdes 222 is depicted as interfacing a receive port 224 and
a transmit port 226. Alternatively, however, components
other than the HSL block 210 and the serdes 222 may be
employed in the fabric chip 110 without departing from a
scope of the fabric chip 110 disclosed herein.
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The NCI block 202 is depicted as including a network
chip receiver (NCR) block 204a and a network chip trans-
mitter (NCX) block 2045. The NCR block 204a feeds data
received from the HSL block 210 to the crossbar array 120
and the NCX block 2045 transfers data received from the
crossbar array 120 to the HSL block 210. The NCR block
204a and the NCX block 2045 are further depicted as
comprising respective registers 206a-2064, in which some
of the registers 2065 and 2064 are communicatively coupled
to one of the crossbars 122-126 and others of the registers
206a and 206c¢ are communicatively coupled to the HSL
block 210.

The NCI block 202 generally transfers data and control
mini-packets (MPackets) in full duplex fashion between the
corresponding HSL block 210 and the crossbar array 120. In
addition, the NCI 202 provides buffering in both directions.
The NCI block 202 also includes a port resolution module
208 that interprets destination and path information con-
tained in each received MPacket. By way of example, each
received MPacket may include a destination-node-chip-
mask that the port resolution module 208 may use in
performing a port resolution operation to determine the
correct destination NCI block 202 in a different port inter-
face 1125-112x of the fabric chip 110, to make the next hop
to the correct destination node chip 130a-1307, which may
be attached to a down-link port or an up-link port of the
fabric chip 110. In this regard, the port resolution module
208 may be programmed with a resource, bit-mask in which
each bit corresponds to one of the port interfaces 112a-112n
of the fabric chip 110. In addition, during the port resolution
operation, the port resolution module 208 may use the
bit-mask on the fabric-port-mask to determine which bits,
and thus, which port interfaces 1125-112#, are to receive the
packet. In addition, the port resolution module 208 interprets
the destination and path information, determines the correct
NCI block 202, and determines the ports to which the packet
is to be outputted independently of external software. In
other words, the port resolution module 208 need not be
controlled by external software to perform these functions.

The port resolution module 208 may be programmed with
machine-readable instructions that, when executed, cause
the port resolution module 208 to determine that a first path
in the switch fabric along which the packet is to be com-
municated toward the destination node is unavailable, to
determine whether another path in the switch fabric along
which the packet is to be communicated toward the desti-
nation node chip that does not include the source fabric chip
is available, in response to a determination that the another
path is available, to communicate the packet along the
another path, and in response to a determination that the
another path is unavailable, to communicate the packet back
to the source fabric chip. In this regard the port resolution
module 208 is only communicate the packet back to the
source fabric chip if there are no other available paths for the
packet to take to reach the destination node chip.

The port resolution module 208 may also be programmed
with information that identifies which of the port interfaces
1124-112n comprise up-links that are trunked links. As
discussed in greater detail herein below, the port resolution
module 208 may treat all of the trunked links as a common
link for purposes of avoiding returning the packet back to the
source fabric chip unless there are no further paths available
over which the packet is able to reach the destination node
chip.

The NCX block 2045 also includes a node pruning
module 209 and a unicast conversion module 2011 that
operates on packets received from the multicast data cross-
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bar 126. More particularly, the unicast conversion module
211 is to process the packets to identify a data word in the
data that the node-chip on the down-link will need for that
packet. In addition, the node pruning module 209 is to prune
a destination node chip mask to a subset of the bits that
represent which node chips are to receive a packet such that
only destination node chips 130a-130# that were supposed
to traverse the port are still included in the chip mask. Thus,
for instance, if the NCX block 2045 receives a multi-cast
packet listing a chip node 130a of the fabric chip 110 and a
chip node 130 attached to another network apparatus 150,
the NCX block 204b may prune the data-list of the multi-
cast packet to remove the chip node 130a of the fabric chip
110 prior to the multi-cast packet being sent out to the
another apparatus 150.

The HSL block 210 generally operates to initialize and
detect errors on the hi-speed links, and, if necessary, to
re-transmit data. According to an example, the data path
between the NCI block 202 and the HSL block 210 is 64 bits
wide in each direction.

Turning now to FIGS. 3, 4A, and 4B, there are respec-
tively shown simplified block diagrams of switch fabrics
300, 400, and 410, according to various examples. It should
be apparent that the switch fabrics 300, 400, and 410
depicted in FIGS. 3, 4A, and 4B represent generalized
illustrations and that other components may be added or
existing components may be removed, modified or rear-
ranged without departing from the scopes of the switch
fabrics 300, 400, and 410.

The switch fabric 300 is depicted as including two net-
work apparatuses 302a and 30256 and the switch fabrics 400
and 410 are depicted as including eight network apparatuses
302a-302/. Each of the network apparatuses 302a-302/ is
also depicted as including a respective fabric chip (FCO0-
FC7) 350a-350/. Each of the network apparatuses 302a-
302/ may comprise the same or similar configuration as the
network apparatus 100 depicted in FIG. 1. In addition, each
of the fabric chips 350a-350%2 may comprise the same or
similar configuration as the fabric chip 110 depicted in FIG.
2. Moreover, although particular numbers of network appa-
ratuses 302a-302/ have been depicted in FIGS. 3, 4A, and
4B, it should be understood that the switch fabrics 300, 400,
and 410 may include any number of network apparatuses
302a-302/ arranged in any number of different configura-
tions with respect to each other without departing from
scopes of the switch fabrics 300, 400, and 410.

In any regard, as shown in the switch fabrics 300, 400, and
410, the network apparatuses 302a-302/ are each depicted
as including four node chips (N0-N31) 311-342. Each of the
node chips (N0-N31) 311-342 is depicted as including two
ports (0, 1), which are communicatively coupled to a port
(0-11) of at least one respective fabric chip 350a-350/. More
particularly, each of the ports of the node chips 311-342 is
depicted as being connected to one of twelve ports 0-11, in
which each of the ports 0-11 is communicatively coupled to
a port interface 112a¢-112x. In addition, the node chips
311-342 are depicted as being connected to respective fabric
chips 350a-350/ through bi-directional links. In this regard,
data may flow in either direction between the node chips
311-342 and their respective fabric chips 350a-3504.

As discussed above with respect to FIG. 1, the ports of the
fabric chips 350a-350/ that are connected to the node chips
311-342 are termed “down-link ports” and the ports of the
fabric chips 350a-350/ that are connected to other fabric
chips 350a-350/ are termed “up-link ports”. Each of the
up-link ports and the down-link ports of the fabric chips
350a-350/ includes an identification of the destination node
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chips 311-342 that are intended to be reached through that
link. In addition, the packets supplied into the switch fabrics
300, 400, and 410 include with them an identification of the
node chip(s) 311-342 to which the packets are to be deliv-
ered. The up-link ports whose identification of node chips
311-342 matches one or more node chips in the identifica-
tion of the node chip(s), or chip mask, is considered to be a
“preferred up-link port”, which will receive the data to be
transmitted, unless the “preferred up-link port” is dead or is
otherwise unavailable. If a preferred up-link is dead or
otherwise unavailable, the port resolution module 208 may
use a programmable, prioritized list of port interfaces to
select an alternate up-link port interface to receive the packet
instead of the preferred up-link port.

The down-link ports whose list of a single node chip
311-342 matches one of the node chips in the identification
of the node chip(s) are considered to be the “active down-
link ports”. A “path index” is embedded in the packet, which
selects which of the “active down-link ports” will be used
for the packet. This path-based filtering enables a fabric chip
350a-350/ to have multiple connections to a node chip
311-342.

In any regard, the fabric chips 350a-350/ are to deliver
the packet to the node chip(s) 311-342 that are in the
identification of the node chip(s). For those node chips
311-342 contained in the identification of the node chip(s)
that are connected to down-link ports of a fabric chip 350a,
the fabric chip 350a may deliver the packet directly to that
node chip(s) 311-314. However, for the node chips 315-342
in the identification of the node chip(s) that are not con-
nected to down-link ports of the fabric chip 3504, the fabric
chip 350a performs hardware calculations to determine
which up-link port(s) the packet will traverse in order to
reach those node chips 315-342. These hardware calcula-
tions are defined as “port resolution operations”.

As shown in FIG. 3, the fabric chip 350qa of the network
apparatus 302a is depicted as being communicatively con-
nected to the fabric chip 3505 of the network apparatus 3026
through three trunked links 156-160, which are part of the
same trunk 154. In FIG. 4A, each of the fabric chips
350a-350/ is connected to exactly two other fabric chips
350a-3504. In FIG. 4B, each of the fabric chips 3504-350/
is depicted as being connected to two neighboring fabric
chips 350a-350/ through two respective trunked links 156-
158 and 160-162, which are part of two separate trunks 154.

The switch fabrics 400 and 410 depicted in FIGS. 4A and
4B comprise ring network configurations, in which each of
the fabric chips 350a-350/ is connected to exactly two other
fabric chips 350a-350/. More particularly, ports (0) and (1)
of adjacent fabric chips 350a-350/ are depicted in FIG. 4A
as being communicatively coupled to each other. In addition,
ports (0) and (1) and (10) and (11) of adjacent fabric chips
350a-350/ are depicted in FIG. 4B as being communica-
tively connected to each other. As such, a single continuous
pathway for data signals to flow through each node is
provided between the network apparatuses 302a-302/.

Although the switch fabric 300 has been depicted as
including two network apparatuses 302a, 3026 and the
switch fabrics 400, 410 have been depicted as including
eight network apparatuses 302a-302/4, with each of the
network apparatuses 3024-302/ including four node chips
311-342, it should be clearly understood that the switch
fabrics 300, 400, and 410 may include any reasonable
number of network apparatuses 3024-302/ with any reason-
able number of links 152 and/or trunked links 156-162
between them without departing from the scopes of the
switch fabrics 300, 400, and 410. In addition, the network
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apparatuses 302a-3022 may each include any reasonably
suitable number of node chips 311-342 without departing
from the scopes of the switch fabrics 300, 400, and 410.
Furthermore, each of the fabric chips 3504-350/2 may
include any reasonably suitable number of port interfaces
1124-112#% and ports. Still further, the network apparatuses
302a-302/ may be arranged in other network configurations,
such as, a mesh arrangement or other configuration.

Various manners in which the switch fabrics 300, 400, and
410 may be implemented are described in greater detail with
respect to FIGS. 5 and 6, which, respectively depict flow
diagrams of methods 500 and 600 for implementing a switch
fabric comprising fabric chips 110, 350a-350/%, such as those
depicted in FIGS. 1-4B, according to an example. It should
be apparent that the methods 500 and 600 represent gener-
alized illustrations and that other steps may be added or
existing steps may be removed, modified or rearranged
without departing from the scopes of the methods 500 and
600.

The descriptions of the methods 500 and 600 are made
with particular reference to the fabric chips 110 and 350q-
350% depicted in FIGS. 1-4B. It should, however, be under-
stood that the methods 500 and 600 may be performed in
fabric chip(s) that differ from the fabric chips 110 and
3504a-350/ without departing from the scopes of the meth-
ods 500 and 600. In addition, although reference is made to
particular ones of the network apparatuses 302a-302%, and
therefore particular ones of the fabric chips 3504-350/% and
the node chips 311-342, it should be understood that the
operations described herein may be performed by and/or in
any of the network apparatuses 302a-3024.

Each of the port interfaces 112a-112# of the fabric chips
110, 3504-350/2 may be programmed with the destination
node chips 130a-1307, 311-342 that are to be reached
through the respective port interfaces 112a-112%. Thus, for
instance, the port interface 112a containing the port (2) of
the fabric chip (FCO0) 350a may be programmed with the
node chip (N0) 311 as a reachable destination node chip for
that port interface 112a. As another example, the port
interface 112 containing the port (0) of the fabric chip
(FC0) 350a may be programmed with the node chips
(N4-N31) 315-342 or a subset of these node chips as the
reachable destination node chips for that port interface 112n.

Each of the port interfaces 112a-112# of the fabric chips
110, 3504-350/ may be programmed with identifications of
which fabric links comprise trunked links. In addition, each
of the port interfaces 112¢-112x of the fabric chips 110,
350a-3502 may be programmed with identifications of
which trunked links are grouped together. Thus, for instance,
the port interfaces 112a-112# of the fabric chip 3504 may be
programmed with information that the trunked links 156 and
158 are in a first trunk and that the trunked links 158 and 160
are in a second trunk.

Generally speaking, the method 500 depicted in FIG. 5
pertains to various operations performed by the fabric chips
350a-350/ in response to receipt of a uni-cast or a multi-cast
packet. In addition, the method 600 depicted in FIG. 6
pertains to various operations performed by the fabric chips
3504-350% in response to receipt of a multicast packet. In
both methods 500 and 600, the packet may include various
information, such as, an identification of the node chip(s) to
which the packet is to be delivered, which is referred to
herein as the “data-list”, a fabric-port-mask, a destination-
chip-node-mask, a bit mask, a chip mask, etc. A “path index”
may also be embedded in the packet, which selects which of
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a plurality of active down-link ports are to be used to deliver
the packet to the destination node chip(s) contained in the
identification.

With reference first to FIG. 5, at block 502, a packet is
received into a fabric chip 350a from a source fabric chip
3505, for instance, through a first port interface 1124 in the
first fabric chip 350a. The fabric chip 350a may receive the
packet through an up-link port of the source fabric chip
3506. In any event, and as depicted in FIG. 2, the packet may
be received into the first port interface 112a through the
receipt port 224, into the serdes 222, the DIB 220, the HSL
210, and into a register 206a of the NCR 204a.

At block 504, a determination, in the fabric chip 350a,
that a path along which the packet is to be communicated
toward a destination node chip identified in the packet is
unavailable is made, for instance, by the port resolution
module 208. The port resolution module 208 may determine
that a path is unavailable, for instance, if a path associated
with a selected port interface through which the packet is to
be communicated is dead or is otherwise unavailable. The
port resolution module 208 may make this determination
based upon a prior identification that communication of a
packet was not delivered through that port interface 11254-
112#. The port resolution module 208 may also make this
determination by determining that an attempt to communi-
cate the packet to that port interface 1125-112# has failed. In
addition, or alternatively, the port resolution module 208
may determine that a path is unavailable if an acknowledge-
ment message is not received from a destination fabric chip
to which an attempt has been made to communicate the
packet. In this example, the port interface on the destination
fabric chip may be dead or otherwise unavailable or a
connection between the port interfaces in the fabric chip
350a and the destination fabric chip 350/# may have been
severed or is otherwise unavailable.

At block 506, a determination as to which another path
toward the destination node chip(s) 311-342 that does not
include the source fabric chip 3505 is available is made.
More particularly, for instance, the port resolution module
208 may determine whether a next alternative port interface
1125-112#n from the prioritized list of port interfaces to be
used as up-link ports to reach the destination node chip(s)
311-342 is available. If a next alternative port interface
1125-112# is determined to be available, the port resolution
module 208 may also determine whether the selected port
interface is active, and may determine and select the next
port interface 1125-112% in the prioritized list in response to
a determination that the selected port interface is unavail-
able. The port resolution module 208 may continue this
process until the port resolution module 208 determines that
there are no additional active port interfaces listed in the
prioritized list or that only the port interface(s) connected to
the source node chip 3505 is available.

According to an example, the prioritized list of port
interfaces contains the port interface(s) that are in commu-
nication with the source fabric chip 3505. In this example,
those port interface(s) that are in communication with the
source fabric chip 3504, including trunked links, are listed as
having the lowest levels of priorities such that the port
interface(s) that are in communication with the source node
chip 3505 are the last choice(s) of port interface(s) to which
the packet is communicated.

In response to a determination at block 506 that another
path toward the destination node chip(s) 311-342 is avail-
able, the packet is communicated along the another path as
indicated at block 508. More particularly, for instance, the
NCR 204a of the port interface 112a containing the packet
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may communicate the packet to the determined port inter-
face 11256-112n corresponding to the another path through
the unicast data crossbar 124. In addition, the determined
port interface 1125-1127 may receive the packet from the
unicast data crossbar 124 through the NCX 2045. Moreover,
the determined port interface 1125-112x outputs the packet.

In response, however, to a determination at block 506 that
another path toward the destination node chip(s) 311-342 is
unavailable, the packet is communicated back to the source
fabric chip 35054 as indicated at block 510. More particularly,
for instance, the NCR 204a of the port interface 112a
containing the packet may communicate the packet back to
the source fabric chip 3505 through same fabric port through
which the packet was received. Alternatively, however, in
instances where the fabric chip 350a is connected to the
source fabric chip 3505 through trunked links 156-158, the
port resolution module 208 may determine which of the
trunked links 156-158 the packet is to be communicated and
the NCR 204a may communicate the packet to the port
interface 1126-112r corresponding to the determined
trunked link 156-158. The port resolution module 208 may
select between the trunked links 156-158 based upon the
order in which the trunked links 156-158 are listed in the
prioritized list of port interfaces for the source fabric chip
3505.

In any regard, at either of blocks 508 and 510, the packet
is communicated to the determined port interface 11264-
112#%. More particularly, for instance, the NCR 2044 of the
port interface 112a containing the packet may communicate
the packet to the determined port interface 11256-112n
through the uni-cast data crossbar 124 or the multi-cast data
crossbar 126. In addition, the determined port interface
11256-112n may receive the packet from the unicast data
crossbar 124 or the multi-cast data crossbar 126 through the
NCX 2045.

At block 512, the method 500 may end for the fabric chip
350aq. In addition, the fabric chip(s) 3505-350/, that receives
the packet from the fabric chip 350a may also perform the
operations identified in blocks 502-512.

In response to receipt of the packet back from the fabric
chip 350aq, the source fabric chip 3505 is to select a fabric
chip 350¢ other than the fabric chip 3504 to which the packet
is to be communicated and to communicate the packet to the
other fabric chip 350a. More particularly, for instance, the
source fabric chip 35056, and more specifically, a port reso-
Iution module 208 of the port interface through which the
packet was received, includes a prioritized list of port
interfaces that indentifies up-link ports for packets to reach
destination node chip(s) 311-342. In addition, the port
resolution module 208 may remove the port interface(s) that
is in communication with the first fabric chip from the
prioritized list of port interfaces prior to selecting the other
fabric chip 350c. Moreover, in instances where the source
fabric chip 3505 comprises at least two port interfaces that
are connected to at least two port interfaces of the first fabric
chip 350q as trunked links 156-158 of a trunk 154, the at
least two port interfaces of the source node chip 3506 that
are connected to the at least two port interfaces of the first
fabric chip 350a are either listed with the lowest level of
priority in the prioritized list or removed from the prioritized
list. In this regard, the packet may substantially be prevented
from bouncing back and forth between the first fabric chip
350a and the source fabric chip 3505.

By way of particular example in which a packet is to be
communicated from node chip (N4) 315 to node chip (N23)
334, the node chip (N4) 315 communicates the packet to
either port (2) or (3) of the source fabric chip (FC1) 3505.
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As discussed above with respect to FIG. 1, the packet from
the node chip 315 contains a list of the node chip(s) to which
the packet is to be delivered (data-list). In this case, the list
includes just the node chip (N23) 334. In addition, the port
resolution module 208 of the NCR 204q of the port interface
1124 through which the packet was received from the node
chip 315 performs a calculation, in hardware, to determine
which up-link port(s) (0-11) of the source fabric chip 3505
that packet will traverse to reach the destination node chip
334. More particularly, for instance, the packet may include
mini-packets (MPackets) that include destination and path
information, which the port resolution module 208 may
interpret in determining the up-link port(s) (0-11). As dis-
cussed above, the packet may comprise a control packet
and/or a data packet. A control packet comprises at least one
MPacket, whereas, a data packet comprises two or more
MPackets.

In any regard, the port resolution module 208 may use this
information to index into a look-up table that determines the
correct NCI block 202 of the fabric chip 3505 to make the
next hop to the destination node chip 334. In the above
example, the port resolution module 208 may determine that
the NCI block 202 of the up-link port (1) is the correct NCI
block 202. As such, the NCR 204aq of the port interface 112a
may communicate the packet to the NCI block 202 of the
port interface 1127 containing the up-link port (1). The port
interface 112z containing the up-link port (1) may commu-
nicate the packet to the first fabric chip (FC1) 350a con-
nected to up-link port (1).

The first fabric chip (FC1) 350a may receive the packet
through up-link port (0) and the NCR 204a of the port
interface 112a containing that up-link port (0) may use the
information contained in the packet to determine the correct
NCI block 202 of the first fabric chip 350a the packet is to
be delivered to make the next hop to the destination node
chip 334. In this example, the port resolution module 208
may determine that the NCI block 202 of the up-link port (1)
is the correct NCI block 202. However, the port resolution
module 208 may determine that the path along the up-link
port (1) is unavailable.

In a first example shown with respect to FIG. 4A, the port
resolution module 208 may determine that another path that
does not include the source fabric chip (FC1) 3505 is
unavailable. That is, in FIG. 4 A, there is only one connection
between the first fabric chip 350a and the another fabric chip
350/ and only one connection between the first fabric chip
350a and the source fabric chip 35056. As such, if the
connection between the first fabric chip 350a and the
another fabric chip 350/ is unavailable, there is only one
remaining path, which is back to the source fabric chip 3505.
The first fabric chip (FC0) 350a may thus communicate the
packet back to the source fabric chip (FC1) 3504. In
addition, the source fabric chip (FC1) 3505 may select the
next port interface through which the packet is to be deliv-
ered to another fabric chip (FC2) 350¢ and may communi-
cate the packet to that another fabric chip (FC2) 350c.
Moreover, the packet may be propagated through the
remaining fabric chips 3504-350f until the packet reaches
the destination node chip 334.

In a second example shown with respect to FIG. 4B, the
port resolution module 208 may determine that the trunked
link 158 between port (11) of the first fabric chip (FC0) 350a
and port (10) of the another fabric chip (FC7) 350/ is
another path along which the packet may be communicated
toward the destination node chip 334. In this example, the
port resolution module 208 may determine whether the path
along the trunked link 158 is available and if so, may
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communicate the packet along that path. If, however, it is
determined that that path is unavailable and that any other
possible paths are unavailable, the port resolution module
208 may communicate the packet back to the source fabric
chip 35056 over one of the trunked links between the first
fabric chip 350q and the source fabric chip 3505. The source
fabric chip 3505 may receive the packet back from the first
fabric chip 350a and may remove the port interfaces that are
linked to the first fabric chip 350¢ from the prioritized list of
port interfaces. In addition, the source fabric chip 3505 may
select and communicate the packet to the second fabric chip
(FC2), which may then communicate the packet toward the
destination node chip 334.

With reference now to FIG. 6, at block 602, a multicast
packet is received into a fabric chip 350a from the source
fabric chip 3505. In either event, and as depicted in FIG. 2,
the packet may be received through the receipt port 224, into
the serdes 222, the HSL 210, and into a register 2064 of the
NCR 204a.

At block 604, a list of the port interfaces 112¢-112r that
are usable is calculated. In other words, a list of the port
interfaces 112a-112» that are not bad U-turns and are not
unavailable is calculated. According to an example, the port
resolution module 208 may calculate the list of usable port
interfaces 112a-112» based upon, for instance, an identifi-
cation of available paths in the switch fabric 300, 400, 410,
an identification of port interface through which the packet
was received, etc.

At block 606, the list of usable port interfaces 112a-112r
is communicated along with the packet to a port interface
that is to receive the packet. In other words, the port
resolution module 208 may determine from information
contained in the packet, which of the usable port interfaces
1124-112# are to receive the packet and may communicate
the packet with the list of usable port interfaces 112a-112n
to the determined port interfaces 112a-112# transmitting as
few copies of the packet as necessary, over the multicast data
crosshar 126.

At block 608, a destination list of the packet is pruned by
the port interfaces that received the packet using the list of
the usable port interfaces. The port resolution operation’s
calculations are reconstructed on the plural NCXs’ 2045
sides of the multicast crossbar 126, to determine which
destination nodes would have ended up at the registers 2064
of this particular NCX 20454. This allows the pruning logic
to remove all destination nodes that would NOT have
mapped to this particular NCX 2045 from this particular
NCX’s 2045b list of the registers 206¢ of the destination
nodes 2045. This behavior exists in each of the NCXs 2045
that received a copy of the multicast packet, as each NCX
2045 is to only propagate the multicast packet to the
destination nodes that map to this NCX 20454, in the NCR’s
204a port resolution operation.

At bock 610, the multicast packet is delivered to at least
one second fabric chip according to the pruned destination
list of the packet. The number of multicast packets that are
delivered is equal to the number of NCXs 2045 that received
copies of the packet as discussed in the above paragraph.

In one regard, because the fabric chips 350a-350/ control
delivery and forwarding of the packets to the node chips
311-342, the multi-cast packet need be sent by a node chip
311 once, instead of individually to each of the destination
nodes. This reduces the amount of bandwidth consumed in
the switch fabrics 300, 400, and 410 in delivering the packet
to the destination node chips 311-342.

In addition, the fabric chip 3505 that receives the multi-
cast packet from the fabric chip 350qa, and/or another fabric
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chip 350¢-350/ positioned further downstream from the
fabric chip 3504, is to replicate the multi-cast packet for
communication to the destination node chips of the multi-
cast packet. In this regard, instead of communicating mul-
tiple copies of the multi-cast packet over the links between
the fabric chips 350a-350%, a single-copy-per-trunk of the
multi-cast packet may be communicated over the links and
the fabric chips 350a-350/ located the farthest away from
the source fabric chips 3504-350/ may replicate the multi-
cast packets. This reduces the amount of bandwidth con-
sumed in the switch fabric 300, 400 in delivering the
multi-cast packet to the destination node chips 311-342.
Moreover, as the multi-cast packets are delivered to the
destination chip nodes, the NCXs 2045 in the fabric chips
350a-350c may remove the chip nodes that received the
multi-cast packet from the identification of node chip(s) to
thereby reduce or eliminate duplicate delivery attempts of
the multi-cast packet.

What has been described and illustrated herein are various
examples of the present disclosure along with some of their
variations. The terms, descriptions and figures used herein
are set forth by way of illustration only and are not meant as
limitations. Many variations are possible within the spirit
and scope of the present disclosure, in which the present
disclosure is intended to be defined by the following
claims—and their equivalents—in which all terms are mean
in their broadest reasonable sense unless otherwise indi-
cated.

What is claimed is:

1. A method for implementing a switch fabric, said
method comprising:

in a first fabric chip,

receiving a packet from a source fabric chip, wherein
the packet comprises an identification of a destina-
tion node chip;

determining that a first path in the switch fabric along
which the packet is to be communicated toward the
destination node chip is unavailable;

determining whether another path for communicating
the packet in the switch fabric toward the destination
node chip that does not include the source fabric chip
is available;

communicating the packet along the another path in
response to a determination that the another path is
available; and

communicating the packet back to the source fabric
chip in response to a determination that the another
path is unavailable;

in the source fabric chip, wherein the source fabric chip

comprises a prioritized list of port interfaces that iden-
tifies up-link ports for packets to reach destination node
chips,
receiving the packet back from the first fabric chip;
selecting a fabric chip other than the first fabric chip to
which the packet is to be communicated;
communicating the packet to the other fabric chip; and
removing the port interface that is in communication
with the first fabric chip from the prioritized list of
port interfaces prior to selecting the fabric chip other
than the first fabric chip.

2. The method according to claim 1, wherein the source
fabric chip comprises at least two port interfaces that are
connected to at least two port interfaces of the first fabric
chip as trunked links of a trunk, and wherein the at least two
port interfaces of the source fabric chip that are connected to
the at least two port interfaces of the first fabric chip are
either listed with the lowest level of priority in the prioritized
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list or removed from the prioritized list following receipt of
the packet back from the first fabric chip.

3. The method according to claim 1, said first fabric chip
comprising a plurality of port interfaces, wherein each of the
plurality of port interfaces is programmed with a respective
list of correlations between the plurality of port interfaces
and a plurality of destination nodes, said method further
comprising:

identifying a destination fabric chip to receive the packet

from an identification of the destination fabric chip
contained in the packet; and

determining which port interface of the plurality of port

interfaces is to receive the packet based upon a corre-
lation between the identification of the destination node
chip in the respective list of correlations;

attempting to communicate the packet to the destination

fabric chip through the determined port interface; and
wherein determining that the first path along which the
packet is to be communicated toward the destination
node is unavailable further comprises determining that
the first path along which the packet is to be commu-
nicated toward the destination node is unavailable in
response to a determination that the packet has not been
communicated to the destination fabric chip.

4. The method according to claim 3, wherein the first
fabric chip is to receive the packet through a first port
interface of the plurality of port interfaces, wherein the first
port interface is programmed with a list of correlations
between the plurality of port interfaces and a plurality of
destination nodes, and wherein determining which port
interface of the plurality of port interfaces is to receive the
packet further comprises determining which port interface is
to receive the packet by comparing information contained in
the packet and the list of correlations.

5. The method according to claim 4, wherein the first port
interface is programmed with a prioritized list of port
interfaces that identifies up-link ports for the packets to
reach destination node chips, and wherein the port interface
that is in communication with the source node chip is listed
with the lowest level of priority in the prioritized list, said
method further comprising:

attempting to communicate the packet through each of the

port interfaces in an order according to their priorities
as listed in the prioritized list of port interfaces such
that the port interface that is in communication with the
source node chip is the last choice of port interface to
which the packet is communicated.

6. The method according to claim 4, wherein at least two
of the plurality of port interfaces are connected to at least
two port interfaces of the source fabric chip as trunked links
of a trunk, wherein the first port interface is programmed
with a prioritized list of port interfaces that identifies up-link
ports for the packets to reach destination node chips, and
wherein the at least two port interfaces of the first fabric chip
that are connected to the at least two port interfaces of the
source fabric chip are listed with the lowest level of priority
in the prioritized list, said method further comprising:

attempting to communicate the packet through each of the

port interfaces in an order according to their priorities
as listed in the prioritized list of port interfaces such
that the at least two port interfaces that are in commu-
nication with the at least two port interfaces of the
source node chip are the last choice of port interfaces
to which the packet is communicated.

7. The method according to claim 3, wherein the packet
comprises a multicast packet, said method further compris-
ing:
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calculating a list of the port interfaces that are useable;
communicating the list of the useable port interfaces
along with the packet to the determined port interface
that is to receive the packet;
pruning, at the determined port interface, a destination list
of the packet using the list of the useable port inter-
faces; and
delivering the multicast packet to at least one second
fabric chip according to the pruned destination list of
the packet.
8. A switch fabric comprising:
a destination node chip;
a first fabric chip to receive a packet from a source fabric
chip, wherein the packet comprises an identification of
the destination node chip, said first fabric chip com-
prises a port resolution module that is to:
determine that a first path in the switch fabric along
which the packet is to be communicated toward the
destination node chip is unavailable;

determine whether another path in the switch fabric
along which the packet is to be communicated
toward the destination node chip that does not
include the source fabric chip is available;

communicate the packet along the another path in
response to a determination that the another path is
available; and

communicate the packet back to the source fabric chip
in response to a determination that the another path
is unavailable and

the source fabric chip comprising a prioritized list of port
interfaces that identifies up-link ports for packets to
reach destination node chips and a source port resolu-
tion module that is to:
receive the packet back from the first fabric chip;
select a fabric chip other than the first fabric chip to

which the packet is to be communicated;
communicate the packet to the other fabric chip; and
remove the port interface that is in communication with
the first fabric chip from the prioritized list of port
interfaces prior to selecting the fabric chip other than
the first fabric chip.

9. The switch fabric according to claim 8, wherein the
source fabric chip comprises at least two port interfaces that
are connected to at least two port interfaces of the first fabric
chip as trunked links of a trunk, and wherein the at least two
port interfaces of the source fabric chip that are connected to
the at least two port interfaces of the first fabric chip are
either listed with the lowest level of priority in the prioritized
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list or removed from the prioritized list following receipt of
the packet back from the first fabric chip.

10. A fabric chip comprising:
a plurality of port interfaces, wherein each of the plurality
of port interfaces programmed with a respective list of
correlations between the plurality of port interfaces and
includes a network chip interface (NCI) block having a
port resolution module;
a crossbar block communicatively coupled with each of
the NCI blocks in the plurality of port interfaces;
wherein the fabric chip is to receive a packet from a
source fabric chip through one of the plurality of port
interfaces, wherein the packet comprises an identifica-
tion of a destination node chip, and wherein the port
resolution module of the one of the plurality of port
interfaces is to:
determine which of the plurality of port interfaces is to
receive the packet from the NCI block;

determine that a first path in a switch fabric along
which the packet is to be communicated toward the
destination node chip is unavailable;

determine whether another path in the switch fabric
along which the packet is to be communicated
toward the destination node chip that does not
include the source fabric chip is available;

communicate the packet along the another path in
response to a determination that the another path is
available;

communicate the packet back to the source fabric chip
in response to a determination that the another path
is unavailable;

identify a destination fabric chip to receive the packet
from an identification of the destination fabric chip
contained in the packet;

determine which port interface of the plurality of port
interfaces is to receive the packet based upon a
correlation between the identification of the destina-
tion node chip in the respective list of correlations;

attempt to communicate the packet to the destination
fabric chip through the determined port interface;
and

determine that the first path along which the packet is
to be communicated toward the destination node is
unavailable in response to a determination that the
packet has not been communicated to the destination
fabric chip.



